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 President: Industry Network Technology 
Council
 Founder & CEO: Inside Products, Inc.
 Advisory Board: India Internet 
Engineering Society
 RFCs: RFC8250 (Embedded performance 
and diagnostics for IPv6) and others
 Product developer (OEMed by IBM and 
others)
 Working with IPv6 for 15 years
 Working with network management, 
diagnostic, performance issues at large 
brick-and-mortar  enterprises for over 30 
years 

A few words about me
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Agenda
• IPv6 address structure 

• IPv6 extension headers

• EH testing: standalone
• EH testing: CDN

• NITK Student presentation



IPv4 and IPv6 Headers 

• What is the same?

• What is different?



The IPv6 Header

• IPv6 main header: 
fixed 40 bytes

• Source and 
destination 
addresses larger!

• Defined in RFC8200 
(originally RFC2460)

IPv6  Main Header (40 Bytes)

Version Traffic Class Flow Label

Payload Length Next Hdr Hop Limit 

Source Address

Destination Address



IPv6 Extension Headers

• New:  IPv6 extension headers
• Next Header field chains 

headers

• Rules:
• May appear only once
• Must appear in fixed order
• Exception: Destination 

Options 

IPv6 Main Header (40 Bytes)

Data

Extension Header # 1 (next 5)

Extension Header # 8 (next Data)

Extension Header # 5 (next 8)



Common IPv6 Extension Headers

DescriptionHeader NameNext 
Header  
(Decimal)

Next 
Header 
(Hex)

For all devices on the path Hop-by-Hop Options00

0 – Source Routing (deprecated)         
2 – Mobile IPv6

Routing432B

Only when packet is fragmentedFragment442C

IPSec encrypted data  Encapsulated Security 
Payload (ESP)

5032

IPSec authentication Authentication Header 
(AH)

5133

http://www.iana.org/assignments
/ipv6-parameters/ipv6-
parameters.xml (Mobile IP, etc)

Destination Options603C





IPv6 Destination Options

•Destination 
Options: for 
end host

Source

Destination



IPv6 Destination Options

Use of Destination 
Options in Mobile IPv6



Issues

• Routers may drop

• Extension headers may be too big (ASIC size) 

• Privacy violations

• Change the extension header not at source

• Parsing of TLV (Type, length, value)
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Pros

• New protocol functions = extensible protocol, long 
maturity

• PDM / PDMv2 : embedded performance and 
diagnostic metrics + encryption methodology for 
IPv6 extension headers (RFC8250, et al)

• Many others: source address validation
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Can IPv6 Extension Headers Be Used on the 
Internet?

• Controversy for many years

• A number of studies showing that IPv6 extension headers “don’t 
work”

• Studies (by and large) sent “fake” IPv6 extension headers to Alexa top 
n sites

• If this is true, our work on our IPv6 Extension Header Destination 
Option Performance and Diagnostic Metrics (PDM) is really for 
naught 



Brief explanation of PDM

• RFC8250: IPv6 Performance and Diagnostic Metrics (PDM) 
Destination Option

• To assess performance problems, this document describes optional  
headers embedded in each packet that provide sequence numbers 
and timing information as a basis for measurements.  Such 
measurements may be interpreted in real time or after the fact.  This 
document specifies the Performance and Diagnostic Metrics (PDM) 
Destination Options header.



.  Our Testing Components

We have:

• a test server enabled to send EH with every packet
• an IPv6 enabled web server (Apache)
• a packet trace capture tool such as TCPDump, WireShark, etc.
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What we did

• Used a small hosting service (not one of the “brand-name” ones)

• Locations throughout the world

1. PDM-Warsaw
2. PDM-Toronto
3. PDM-Seattle
4. PDM-Mumbai
5. PDM-Melbourne
6. PDM-Frankfurt

All machines are FreeBSD with 
a modification to the kernel to 
send PDM IPv6 Destination 
option with every packet.

We have changed to use eBPF.  
NITK students will talk about 
this.



Tested large FTP: Toronto to Mumbai (with 
PDM)

• Connected to 
2401:c080:2400:1179:5400:04ff:fe0f:804a.

• 220---------- Welcome to Pure-FTPd
[privsep] [TLS] ----------

• 220-You are user number 1 of 50 allowed.
• 220-Local time is now 15:12. Server port: 

21.
• 220 You will be disconnected after 15 

minutes of inactivity.
• 331 User PDMuser OK. Password required
• 230 OK. Current directory is /
• Remote system type is UNIX.
• Using binary mode to transfer files.

• 229 Extended Passive mode OK (|||3353|)
• 150-Accepted data connection
• 150 27872.0 kbytes to download
• 100% 

|*****************************************
******************************************
*****************************| 27872 KiB  
222.31 KiB/s    00:00 ETA

• 226-File successfully transferred
• 226 125.107 seconds (measured here), 222.78 

Kbytes per second
• 28540928 bytes received in 02:05 (222.31 KiB/s)
• 221-Goodbye. You uploaded 0 and downloaded 

27872 kbytes.
• 221 Logout.



From PDM IPv6 DOH

Trace of Extension Headers



Showing both Extension Headers



Bottom line

1. PDM-FTP Toronto to Warsaw - worked
2. PDM-FTP Toronto to Seattle - worked
3. PDM-FTP Toronto to Mumbai - worked
4. PDM-FTP Toronto to Melbourne - worked
5. PDM-FTP Toronto to Frankfurt - worked

Traces available for all to 
look at. 



Is hosting service using an overlay network?

• Email sent by me
• I have a question about the connection between various [hostingcompany] 

instances.  For example, if I have an instance in Mumbai and another one in 
Atlanta, then do you have an overlay network?  That is, do you have special 
connectivity between [hostingcompany] instances or is it going over the 
Internet?

• Response from hosting company
• Communication between [hostingcompany] VPS residing in different 

datacenters will always travel on public internet exchanges. 
[hostingcompany]  Private Cloud can create a private network, however this 
is only for communication between instances in the same datacenter. 
[hostingcompany] utilizes multiple transit providers. 



Why are our results so different from others?

• We are using real data and a real application (e.g. PDM and FTP)

• We are NOT going to the Alexa top n

• But, we also tried to replicate the results of others

• Indeed, if you use the large hosting companies and go to the Alexa 
top n, there are issues

• But why?



The topology that worked
Simplest: Client – Internet -- Server

Client  Internet  Server



Goal of CDN Testing

• Why look at CDNs?
• Many high usage websites on the internet use CDNs
• They have a disproportionate impact on IPv6 and EH use

• Need to figure out
• Where EH can be sent with 90%+ probability (and why)
• Where EH CANNOT be sent with 90%+ probability (and why)
• What is unknown
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Move Server Behind CDN

●Our server has a domain name: MyEHServer

●Our server also has an IPv6 address (also IPv4 probably)

●Let’s say: 2001::1 and 201.1.1.1 (MyEHServer resolves 
to these)

●To move behind a CDN, you have to give the CDN 
authority to resolve MyEHServer

●Let’s give the CDN IPv6 addresses starting with 
2CD0::/64  ( 2CD0::1, 2CD0::2, etc)

●After CDN move, MyEHServer will resolve to some CDN 
cache server address (2CD0::1 for example)

We will now refer to our 
server as the “Origin 
Server”



With CDN Topology

Client Internet  

Origin 
Server
2001::1

https://MyEHServer.com

CDN Edge 
(Cache) Server

2CD0::1

Internet  



So, the way many CDNs work is that they can 
either serve as “DNS only” or “DNS and Proxy” 



Test #1: Going to Dual Stacked Web server and DNS

Client
IPv6

Internet  

Origin 
Server
IPv4

https://MyEHServer.com

CDN Edge 
(Cache) Server

IPv6 / IPv4

Internet  

IPv6IPv6
IPv4

IPv4

CDN is preferring 
IPv4 if available!



IPv6 forwarding to IPv4 
on the other side of the 
proxy!!!  The HTTP 
forward header was 
used.



Let’s take out the IPv4 definitions in DNS

;; A Records
exthdrtest.com. 1 IN A 45.76.3.11
ww4.exthdrtest.com. 1 IN A 45.76.3.11
www.exthdrtest.com. 1 IN A 45.76.3.11
;; AAAA Records
• www.exthdrtest.com. 1 IN AAAA 2001:19f0:5:3ce7:5400:4ff:fe31:1527

;; A Records
ww4.exthdrtest.com. 1 IN A 45.76.3.11

;; AAAA Records
www.exthdrtest.com. 1 IN AAAA 2001:19f0:5:3ce7:5400:4ff:fe31:1527

Original

New



Test #2: IPv6-only Web Server and DNS AAAA only

Client
IPv6

Internet  

Origin 
Server
IPv6
EH-No

https://MyEHServer.com

CDN Edge 
(Cache) Server

IPv6

Internet  

IPv6IPv6 IPv6

IPv6

Uses IPv6 but CDN 
is not sending EH 
to Origin Server

EH-
Yes

EH-
Yes

EH-
Yes

EH-No

EH-No



Test #3: Doing DNS only at CDN

Client
IPv6

Internet  Origin 
Server
IPv6
EH-Yes

https://MyEHServer.com
IPv6IPv6

This works.  We have managed to send EH to Origin Server by bypassing 
CDN Proxy.  Now we are back to simple client / server scenario

EH-
Yes

EH-
Yes

EH-
Yes



Preliminary Conclusions

• Where EH can be sent with 90%+ probability (and why)
• Standalone webservers (certain size / type EH)

• Where EH CANNOT be sent (to Origin Server) with 90%+ probability 
(and why)

• CDN mediated web sites (unless in DNS-only mode)
• “Proxy” may be the reason
• More complications being researched

• What is unknown
• Is it possible to collocate with CDN proxy to return EH?
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Questions

• Should CDNs be encouraged to prioritize IPv6 over IPv4 in DNS?

• Should CDNs be encouraged to do IPv6 to Origin Server?

• How can EH be sent to Origin Server? (CDNs will not provide).
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Students from NITK

Chinmaya Sharma,  
Amogh Umesh, 
Balajinaidu V.

Professor: Dr. Mohit Tahiliani



Implementation of 
PDMv2 in eBPF

Balajinaidu V
Amogh Umesh
Chinmaya Sharma



tc-BPF

● Subset of eBPF programs attached at qdisc level
● Can be attached to both ingress and egress compared to 

only ingress in XDP
● Better packet mangling capability
● Executed after sk_buff is created
● Not good for complete packet rewrites
● Doesn’t require hardware changes
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Implementation of PDM using eBPF

● Easy development and testing.
● Using tc-BPF, so that we can attach to both ingress and 

egress of a interface.
● Modifying the packet after sk_buff is constructed
● eBPF maps to store the 5-tuple state.
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Progress till now

40

● Explored using eBPF to add Extension Headers to packets
● Implemented PDM using tc-BPF
● Implementation uses eBPF programs attached to qdisc at 

both ingress and egress
● Uses BPF maps to store information specific to a flow
● Currently in the process of implementing PDMv2 in eBPF



Challenges for encryption in eBPF

● Lack of library support for encryption in eBPF
● Limit on the number of instructions
● Lack of resources of other implementations
● eBPF verifier causing errors in loading in various 

situations
● May not be efficient due to eBPF and encryption being CPU 

intensive
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Testing with XOR Encryption

● We tested XOR encryption in eBPF to check if it could be 
done without any problems

● Faced with an error of too many processing instructions 
from the verifier

● Error due to setting the loop iterative variable as 64 
bits unsigned integer instead of 32 bits, which may have 
caused the verifier to check for more states

● Successfully encrypted PDM in eBPF using XOR encryption
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Challenges with verifier

● Verifier checks are extremely stringent
● Checks all possible outputs of function to verify its 

termination
● This may get out of hand if manipulating large data
● Difficult for encryption
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Some useful Links

ebpf.io

RFC8250

PDMv2-Draft

tc-BPF
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Next steps …

• Test with:
• CDNs (continued / collocation)
• Cloud providers
• Routers
• ISPs
• Load balancers
• OSs

• Need to test ALL extension headers!

• This will be a long process!



Questions?

Contact: 

info@iiesoc.in
president@industrynetcouncil.org


